
http://gis.cdatribe-nsn.gov/LandBuyBack/
cdatribe-nsn.gov
cnn.com/
https://doi.org/10.1145/3132030
https://doi.org/10.1145/3132030


http://www.foodnetwork.com/recipes/alton-brown/guacamole-recipe
cnn.com
cnn.com






















FiDO: A Community-based Web Browsing Agent and CDN for Challenged Network Environments • 108:13

(a)

(b)

Fig. 8. (a) Connectivity state machine used in simulation. (b) State machine transition probabilities based on the time of day.

of 5 minutes. We note that t is reset to t = 0 when a user reaches a disconnected state during Home or Business

hours.

Our simulations are run over seven representative days of data collected between February 1 and February 7,

2017. The simulation is run in one minute intervals, meaning that connectivity state and data rate is evaluated

for every simulated minute. In order to evaluate FiDO’s performance for disconnected households, we randomly

select households from three of the communities in the Red Spectrum network to emulate the desired content

of disconnected households in our trace-based simulation. For each run through the simulation we select 10

households and we run the simulation five times with random seeds for each community. For selected households,

we use the traces of their Web usage to function as a ground truth with respect to the actual files they expect to

receive and the times they expect to receive them. On average, each household requests 39.2 files (σ = 472.4)
daily. Our evaluation specifically simulates a user from each household opportunistically collecting content on

behalf of the household; thus, we simulate mobile users to correspond to each of the selected households.

In order to simulate access restrictions associated with specific Web files, users can only receive a Web file if

they have actually received it in the actual traces of use. Our simulations assume that members of a household

can entrust their access credentials to the user who is connecting to FiDO on their behalf. The significance and

complications of these assumptions are discussed in Section 7.

6.2 Prioritization schemes

At the most general level, the system outlined in Figure 6 selects content from content stores located within local

CDN nodes in order to opportunistically provide content to a user on behalf of her household. Inevitably, the

content stores contain more content than can be transferred during opportunistic encounters and not all content

stored is relevant to every household. Therefore, we propose and evaluate several prioritization schemes that are

used to select and prioritize content that is to be transferred during opportunistic connections.

6.2.1 Naive scheme. The naive prioritization scheme (denoted as “Naive" in evaluation graphs) relies on

collaborative filtering for content selection and does not take into account the preferences of individual households.
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(a) (b)

Fig. 9. Distribution of the (a) daily contact time users have with a cellular base station and over the course of a simulation

run and (b) the average data rate a user is connected by for each minute interval in the simulation. The inset in (b) graphs

the distribution of the 4.8% of intervals where the user is connected to a cellular base station.

In this way, the naive scheme represents a system where the system infrastructure operates independently of

the users who are opportunistically connecting. Files are prioritized based on the number of times community

members download the file within a moving time window of 24 hours.

6.2.2 User preference scheme. The user preference prioritization scheme (“User Pref.") uses the domain pref-

erences of household members to impose an additional prioritization that operates on top of the collaborative

filtering used in the naive scheme. When users connect to a local CDN node, they provide a domain preference

list. In practice, this ranked list could be generated explicitly by users in a household or implicitly based on

usage. We simulate household preferences as a list that ranks domains according to the historic number of files a

household downloads from the domain (i.e., a domain from which 1,000 files are downloaded ranks higher than

a domain from which 100 files are downloaded). While an opportunistic connection to a CDN node exists, the

domain preference prioritization scheme cycles through each domain from highest ranked to lowest ranked. As

the prioritization scheme comes to each domain, it pushes the files downloaded from that domain based on the

number of times the community has downloaded the file.

6.2.3 Push-pull scheme. The push-pull prioritization scheme (“Push/Pull") creates two prioritization queues.

When a user connects to a local CDN node, her device makes requests for specific files on behalf of her household.

If the file is already stored at the local CDN node, it is pushed immediately to that user and removed from the

user’s request queue. Otherwise, a pull request is made and the file is downloaded from the Web and made

available to every local CDN node in the region within the next 10 minutes (to simulate synchronization latency).

In the meantime, the user adds the file identifier to the request queue, which is ordered on a first-come, first-served

basis. At each opportunistic connection, the request queue is serviced first. When the request queue is empty, the

push-pull prioritization scheme operates identically to the user preference scheme. We note that the push-pull

scheme serves to demonstrate an ideal scenario, where a household is able to engage in ad hoc Web browsing via

opportunistic connectivity accessed by its mobile user. As such, the push/pull scheme is the main mechanism

by which we evaluate our first research objective: How much of a household’s Web browsing needs can be met

opportunistically?
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Fig. 10. Boxplot of distributions associated with daily file coverage provided by each of the prioritization schemes assuming

an average total daily commute time of 55.87 minutes traveled at 75 miles per hour. We graph the coverage provided when

using recommendations by the household’s town in yellow and recommendations by the global network community in blue.

6.3 Filtering on cached files

Our first set of experiments evaluates FiDO’s ability to predict specificWeb files thatmembers of a householdwould

access throughout their day given only opportunistic access to Internet connectivity. In this set of experiments,

FiDO stores Web files that have been downloaded by community members and pushes them opportunistically

to a mobile user according to the prioritization schemes detailed in Section 6.2. A simulation run consists of 10

randomly selected users from a single town, an average commute time, and a day’s worth of traffic traces. We

run all simulation configurations for traces collected from the towns of Worley, Plummer, and Mica/Fairfield. The

results reported are based on a total of 121 unique households, where 10 from the same town are withheld from

traces used to generate the simulation results for each run. We evaluate performance of our proposed system

using notions of file coverage (discussed in Section 4). Using the traces of actual household usage, we are able to

compare what households operating as “offline households" would receive if they did have Internet available in

their home to what they would receive using FiDO. We measure coverage provided at the end of the day as well

as coverage provided by the end of the commute back home from work.

In Figures 9a and 9b, we graph the distribution of the contact time users have with a cellular base station and

the distribution of the data rate available to the user in each interval over the course of a single simulation run

(one day). Based on our simulation environment, users are in contact with a cellular base station for an average

of 45.9 minutes (σ = 2.3 minutes) a day. For the minutes that a user is in contact with a cellular base station, they

receive content at an average rate of 0.99 Mbps (σ = 0.24 Mbps).

We plot the distributions of file coverage achieved by each prioritization scheme in Figure 10. The average file

coverage provided by the schemes based on collaborative filtering (“Naive" and “User Prefs.") is very low–only an

average of 0.15 (σ = 0.3) for the user preference scheme and 0.04 for the naive preference scheme (σ = 0.16).
This is not very surprising, as the filtering occurs over specific files that comprise a single Web page. As Web

pages are increasingly dynamic and individualized, it is unlikely that a visit to the same Web page would yield

the exact same files for two different individuals. Most importantly, we find that the push/pull scheme, which

essentially functions as an oracle scheme (i.e., the optimal approach), provides an average file coverage of 0.80

(σ = 0.36). This means that even if the user is relying exclusively on opportunistic cellular connectivity to access

the Internet (as modeled by our simulation), she will be able to collect all cacheable content her household would

expect to receive during the day if they were connected to the Internet.
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6.4 Filtering on crawled domains

In our analysis of Web preference similarity between households and their surrounding community, we found

that while the aggregate file coverage for households averages at 0.35 with high variance (σ = 0.28), the average
domain coverage provided by the surrounding community is quite high with little variance (mean coverage at

the aggregate town level is 0.87 and mean coverage at the aggregate network level is 0.93). Our experiments in

Section 6.3 reveal that collaborative filtering, even when directed by historic domain preferences of household

users, is only able to provide a small percentage of a household’s daily content interests. In order to provide

greater coverage to household content interests, we evaluate FiDO using a “browsing model", wherein Web pages

from the most broadly accessed Web domains are crawled and cached then pushed opportunistically to users

according to the various prioritization schemes outlined in Section 6.2. Here, a Web page represents a collection

of Web files that are rendered together by a browser to create a multimedia and interactive end-user experience.

For this set of experiments we rely on traces collected between February 1 and 7, 2017 to identify the most

broadly accessed Web domains as they would be filtered by each prioritization scheme in one minute intervals.

Instead of caching specific Web file objects and prioritizing the order in which they are pushed to the user, we

simulate crawling Web domains and caching entire Web pages that are then pushed to the user based on how each

prioritization scheme filters Web domains. We use observations from several large-scale studies of the graphical

structure of the Web to inform our simulation models [6, 13, 34]. Based on observations by Broder et al. and

Clauset et al., we assume that the out-degree associated with each Web page follows a power-law distribution,

where most pages link to only a few other pages and a few pages link to many other pages [6, 13]. In a more recent

study of Web graph structure, Muesel et al. observe that the average out-degree for a Web page is 36.7 and the tail

of the distribution decays at an exponent rate of 2.77 [34]. We simulate our Web crawl by modeling the number

of links from the homepage of a given Web domain from the power-law distribution observed by these previous

studies of the Web structure. We then model the size of each Web page to which the homepage links based on

models observed in archived Web measurements, wherein the average Web page had a size of 2.35 MB during

the first week of February 2017 and follows a Pareto distribution (we model with a shape where α = 2) [25]. We

note that we only simulate a crawl with a depth of 1, meaning we only simulate the download of pages directly

linked to the homepage associated with a domain. We believe this approach models an approximation of Web

structure that is accurate enough to allow us to measure the feasibility of leveraging opportunistic connectivity

using community-based collaborative filtering. Metrics used to evaluate the performance of FiDO as a browsing

agent include domain coverage (see Section 4), the number of different Web domains, the total number of Web

pages, and the average domain rank of pages pushed to the user over the run of a simulation.

In Figure 11, we graph the distributions of the daily domain coverage provided by the naive, user preference,

and push/pull prioritization schemes. We calculate daily domain coverage based on the different domains that a

household accesses each day. Our simulations show that the push/pull approach is the optimal approach with

respect to responsiveness to the daily changes in household Web domain interests. In general, prioritization

schemes that filter based on aggregate network usage (“Global") outperform approaches that filter based on

aggregate town usage (“Town") by a factor of 1.8. The mean daily domain coverage provided by the push/pull

approach is 0.34 (σ = 0.33) with no significant difference between the distributions that filter over “Global" and

“Town" community usage. The distribution of daily domain coverage values for the naive (μ = 0.11; σ = 0.19) and
user preference (μ = 0.12; σ = 0.22) schemes are not significantly different at the p < 0.01 level of significance
according to a two-sample Kolmogorov-Smirnov test. The domain coverage values we observe are quite low

compared to what we observe in Section 4. The reason for this is that each of the prioritization schemes operates

by downloading all of the crawled and cached Web pages associated with each domain as the domain is prioritized

by the scheme. Ultimately, this limits the overall number of domains with Web pages to be opportunistically

downloaded. In order to account for this, we introduce a round robin scheduling approach into the user preference
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Fig. 11. Distribution of the daily coverage of Web domains expected by household members at the end of each day of the

simulation. The box represents the IQR (interquartile range), the whiskers represent ±1.5× the IQR, the bold line represents

the median of the distribution, and the dots represent outliers.

Fig. 12. Distribution of the number ofWeb domains presented to household members by the end of each day of the simulation.

The box represents the IQR, the whiskers represent ±1.5× the IQR, the bold line represents the median of the distribution,

and the dots represent outliers.

scheme, where only five Web pages are downloaded from each domain at a time before FiDO switches pushing

content from the next ranked domain. We label this scheme as “User Pref. (RR)." The average daily domain

coverage for the round robin user preference scheme is 0.20 (σ = 0.23). The reason the average daily domain

coverage for the round robin prioritization scheme is less than what is provided by the push/pull scheme is

because it provides more opportunities for content from domains prioritized by the surrounding community to

be pushed to users whereas the push/pull approach is solely responsive to the specific Web browsing demands of

a household. Thus, for the push/pull scheme, content is browsed from domains that households are interested in

on the day of the simulation; the round robin user preference scheme browses content from a combination of

domains that have historically been browsed by households and the domains most browsed by the community on

the day of the simulation.

In addition to measuring daily domain coverage, we also measure the number of domains represented each

day (see Figure 12). The round robin user preference scheme provides content from an average of 8.9 (σ = 1.7)
different Web domains every day, which is 3.5 more domains than those provided by the push/pull scheme. In
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Fig. 13. Distribution of the number of Web pages provided to each household at the end of each day.

Fig. 14. Distribution of the percentage of the top k Web domains accessed by each household that are covered by FiDO

using each prioritization scheme. The box represents the IQR, the whiskers represent ±1.5× the IQR, the bold line represents

the median of the distribution, and the dots represent outliers.

Figure 13, we graph the distribution of the number of Web pages downloaded on behalf of each offline household

during a single simulated day. On average, FiDO enables users to download 65 (σ = 16) Web pages on behalf of

the members of their household each day.

In order to better understand how well FiDO is able to browse the Web on behalf of members of disconnected

households, we measure the portion of the overall top k Web domains4 that each prioritization scheme is able

cover in each day of the simulation. We plot the percentage of the top 10 and top 50 Web domains that each

prioritization scheme is able to cover in Figure 14. The round robin user preference approach covers the largest

percentage of the top 10 (μ = 72.7%) and top 50 (μ = 17.2%) Web domains. We also examine the average rank of

each of the Web domains crawled by the prioritization schemes in Figure 15. The rank corresponds inversely

to the frequency with which the household accesses the domain during the overall observation period, so the

ideal prioritization scheme would crawl domains with lower rankings. When examining the average rank of the

Web domains crawled by the round robin user preference scheme we find the average rank is 10.4 (σ = 6.2),
which is 9.6× smaller than the average rank of domains crawled by the push/pull scheme. We note that the user

preference scheme is associated with the lowest average domain rank (μ = 2; σ = 2), while it covers only a

small percentage of the top 10 Web domains. This demonstrates how the addition of the round robin scheduling

approach helps balance prioritization of the top ranked domains while also allocating resources across a broader

range of domains.

4Based on the most accessed domains between January 17 and February 28, 2017.
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Fig. 15. Distribution of the average rank associated with Web domains that have pages pushed to users. Lower rank is better.

The box represents the IQR, the whiskers represent ±1.5× the IQR, the bold line represents the median of the distribution,

and the dots represent outliers.

Fig. 16. Distribution of the percentage of households’ daily social media demands that are met using the hybrid prioritization

scheme. The box represents the IQR, the whiskers represent ±1.5× the IQR, the bold line represents the median of the

distribution, and the dots represent outliers.

6.4.1 Hybridized prioritization. Related work [7, 20, 35, 58] as well as our own previous work [56, 57], demon-

strate the importance of social media platforms for tribal communities. Social media platforms play a critical role

in the tribal mediascape by empowering marginalized communities to take ownership of their representation in

media, strengthen community bonds and notions of identity, and share cultural experiences and native language.

In our analysis of Web traffic on the Red Spectrum network, we found that social media applications such as

Facebook and YouTube were especially prevalent (see Section 4.2). Social media content poses a unique challenge

to FiDO. Social media Web sites are extremely dynamic and highly dependent on the individual who is accessing.

Social media is also prone to dynamic permissions policies, and as such, tokens or other authentication mecha-

nisms are required to access social media content. These qualities make social media sites difficult to cache and

browse with the community browsing and delivery paradigm with which FiDO operates. Nonetheless, we seek

to alter FiDO operation to account for household social media usage. To do this, we introduce a hybrid approach,

wherein some portion of a user’s contact time with a base station is dedicated to downloading social media

content on behalf of their household. We make two assumptions for this model: 1) there is a private and secure
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Fig. 17. Distribution of the number of web pages downloaded per day per household for the hybrid prioritization scheme

operating with 10%, 25%, and 50% of resources dedicated to downloading social media content only.

way for individual social media users to share their authentication information with the household member who

will be collecting content on their behalf and 2) a user’s device can accurately predict its expected contact time

with a base station.

We evaluate this hybrid approach to collecting social media content for disconnected households by combining

the round robin user preference prioritization scheme with some percentage of contact time that is dedicated

to downloading social media content on behalf of the household. It is imaginable that there are a multitude of

configurations for this type of approach, for instance the percentage of the dedicated download resources that

are allocated to each social media-consuming household member or the priority of certain social media sites over

others. We simplify these different configuration to a model wherein a single block of an opportunity window is

dedicated to all household members and all applications equally. Our evaluation of the hybrid approach involves

measurement of the daily coverage and the portion of each household’s aggregate daily social media needs

(measured in bytes) covered by the hybrid approach. We evaluate FiDO operating with 10%, 25%, 50%, and 100%

of its opportunity windows dedicated to downloading social media from Facebook, YouTube, Twitter, Instagram,

and Snapchat.

In Figure 16, we plot the distribution of the percentage of each household’s daily social media demands that

are met with various configurations of the hybrid prioritization scheme. We find that even with only 10% of

opportunistic resources allocated to downloading social media (an average of 46.9 MB per day), households

are able to have an average of 64% of their daily social media download demands met, with 51% of households

receiving all of their expected social media content. Additionally, when examining the number of Web pages

downloaded on behalf of each household (see the distributions in Figure 17), we find with the 10% hybridization

scheme, an average of 55.30 (σ = 8.5) Web pages are downloaded each day. This indicates the very real feasibility

that the social networking needs of members of disconnected households can be adequately met opportunistically

while also providing households with an ample volume of Web content for offline browsing.

7 DISCUSSION

While we focus our work on tribal reservations due to our current partnerships, our work is more broadly

applicable to rural communities in general. Previouswork by ourselves [29, 30, 55, 56] and others [21] demonstrates

high locality of interest in multiple rural communities. This larger pattern of local interest and interest similarity

suggests that the community-based predictive pre-fetching done by FiDO is applicable across a wide range of rural

communities. Systems operation in rural, disconnected communities is non-trivial [5]. This makes simulation
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of operation in such an environment particularly challenging. There are two major challenges associated with

simulating system usage in sparsely connected rural communities. First, there is a lack of data surrounding

the mobility patterns associated with these users. We address this lack of mobility data by relying on census

data about commuting habits (i.e., the amount of time spent commuting to work and the time of day when the

commute is started) and employment status (i.e., the number of hours worked per week) of the community we

study [52]. Another challenge with simulation of rural usage is the lack of high-fidelity coverage maps for wireless

data rates in rural areas (particularly in areas with geographical features that interrupt line of sight connections).

We address this in our simulation by relying on statistical models shaped around data rate information collected

from Open Signal Map and statistics on mobile broadband connectivity [15, 37]. While our simulation simplifies

some of the complexity of mobilization and connectivity through rugged and rural terrain, we believe that by

evaluating FiDO in a trace-driven manner using conservative statistical models of connectivity, we are able to

demonstrate that opportunistic content delivery coupled with community-driven browsing can be a successful

way to bridge gaps in connectivity for areas that lack ubiquitous Internet access.

There are a number of concerns that arise when leveraging mobile users to collect their household content.

One concern is the required storage capacity of the collection device. Based on our simulation environment, users

collected an average of 55.3 MB per day. This means that users’ devices (i.e., smartphones or tablets) must have

allocated content storage prior to the start of their commute each day or have some way to offload content to a

separate storage device. Furthermore, our simulation model assumes users can only connect opportunistically via

cellular base stations that they encounter as part of their daily commute. However, in some scenarios users would

have broadband access at their place of work or school (i.e., the final destination of their daily commute). FiDO

could be extended to allow for users to take advantage of this broadband connectivity to fetch even more content

on behalf of their household. This extension would require users to provision even more storage resources for

fetched content or perform a second level of content prioritization as storage resources fill.

Similarly, once mobile users return to their households, they must share the content collected throughout

the day with other members of the household. Future work would determine the proper user interface for

sharing, likely either by uploading the day’s content to a shared household content server, allowing individual

devices to operate as local content browsers, or more simply, directly sharing the collection device with other

household members [33]. In our hybrid model, we assume that members of disconnected households have a way

to entrust access credentials and authentication tokens to commuting members of their community household.

This model of entrusting people with information for delayed communication is common in delay tolerant

networking [33, 51, 53]. Moreover, studies of mobile technology use in developing communities have revealed

that actual usage (e.g., an entire family sharing a single smartphone) and information passing models required

to support delay tolerant networking may not be compatible with current individual-oriented security and

privacy paradigms used by most of the Web. There are two major challenges to the implementation of the

hybrid prioritization scheme as presented in Section 6.4.1. First, by requesting content from providers (e.g.,

Facebook, Instagram, Netflix, YouTube) using a single IP address supporting multiple (on the order of tens or

hundreds) authentication tokens, providers may interpret FiDO access patterns as an attack and deny service

to the intermediary FiDO content delivery node. One way to address this issue in a deployment is to identify

some of the top content platforms that would be accessed through the hybrid prioritization model and request

a white-listed status for the IP address associated with intermediary FiDO content delivery nodes. A second

challenge is that FiDO does not support secure content over TLS/SSL since it is unable to guarantee end-to-end

connectivity in real-time. When we do implement FiDO, we can address this limitation by altering the hybrid

prioritization model so that opportunistically connected devices collect secure content directly from the Internet

without relying on FiDO content nodes as intermediaries. Ultimately, these limitations indicate that an important

direction for future work is to design security and privacy mechanisms for communal content access models that

depend on collaborative efforts between multiple individuals.
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Future work seeks to deploy the FiDO system alongside one of the tribal-operated ISPs with which we

partner (the Southern California Tribal Chairmen’s Association Tribal Digital Village [48] and the Red Spectrum

Communication Network). As with any deployment effort, there are unforeseeable challenges and complications

that may arise that would effect the performance of FiDO [5]. Two particularly relevant factors that could effect

general operation include changes in commute durations and routes and the achievable goodput data rate of

Internet connectivity available along transportation corridors. A deployment effort would seek to address the

issue of commute durations and routes by surveying potential participants and placing FiDO content delivery

nodes alongside telecommunications infrastructure that coincides with the majority of users’ typical commute

routes, with some redundancy of content delivery node placement at infrastructure that occurs along the main

alternative routes. It is important to note that since FiDO is designed for rural areas, we expect that there are only

a limited number of routes that users could take to work, especially when traveling from clusters of homes that

are located in remote areas. In addition to maximizing the value of node placement in a community, a deployment

effort would involve signal measurement along some of the main routes taken by users. Obviously, as users

drive closer to a cellular base station with line of sight connection, the goodput data rate is likely to increase;

similarly, as routes meander through mountains and forested areas, the goodput data rate will change and likely

decrease. FiDO addresses this intrinsically with the content prioritization schemes, which are inherently designed

to select content for delivery over connections with low goodput. Additionally, FiDO content delivery nodes could

monitor the data rate experienced by users’ devices and alter the community scope to maximize the relevance of

the content delivered over the connection. For instance, as we discuss in Section 4, usage patterns generated

by a smaller geographic scope of community tends to more accurately predict content that would be relevant

to a household if the connectivity opportunity window is small (either due to brief contact time or low data

rates). While the work presented here is evaluated exclusively using trace-based simulations, we believe that this

approach sufficiently evaluates the feasibility of the FiDO system under normal operation assumptions derived

through observations made from our own usage data as well as commuter and connectivity data observed by

transportation experts [14]. Indeed, rigorous, trace-driven simulations such as the one presented in this work are a

critical part of ongoing collaborations between research institutions and tribal communities, wherein researchers

can credibly demonstrate value, utility, and functionality of innovative systems to specific communities prior to

requiring community partners to spend valuable time and resources deploying the system.

8 CONCLUSION

Web access is still far from ubiquitous and even in developed countries, pernicious digital divides persist [1, 16,

26, 53]. Our work seeks to ameliorate this divide by augmenting existing cellular infrastructure in a way that

leverages community Web browsing similarities and opportunistic cellular connections. FiDO browses theWeb on

behalf of disconnected users by crawling the domains most accessed by the community and storing the crawled

content at base stations located throughout the community. When users from disconnected homes mobilize

through areas with mobile broadband availability, FiDO pushes the collected content to their device according to

a prioritization scheme. In this paper, we seek to determine the feasibility of leveraging both community Web

usage and opportunistic cellular connectivity in order to provide a Web browsing experience to users who live in

areas where Internet access is not available.

Our analysis of Web traffic in a rural, Native American reservation demonstrates that the aggregate Web usage

of a community can predict an average of 35% of any individual household’s non-streaming, downloaded Web

content and can predict 93% of the Web domains browsed by a household. Using trace-driven simulations and

statistical models parameterized with data collected by the U.S. Census Bureau and Department of Transportation,

we find that even with sparse connectivity available, an average of 80% of a household’s cacheable Web files

can be delivered opportunistically. Moreover, we find that when crawling the Web on behalf of disconnected
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households, FiDO is able to provide an average of 69.4 Web pages to each household (where 73% of a household’s

most browsed Web domains are represented by the content collected on their behalf). We further demonstrate

how FiDO can accommodate both browsing and searching techniques using a hybrid prioritization scheme,

wherein a certain percentage of download opportunities are dedicated to search tasks and the remainder are

available to push browsed content. We evaluate this hybrid approach using requests for a user’s social media

feed as the search task; even with only 10% of opportunistic resources dedicated to downloading social media

content, disconnected households receive an average of 64% of their daily social media content in addition to 55.3

Web pages that were fetched on their behalf. Critically, we demonstrate how FiDO can feasibly provide a Web

browsing experience that navigates the online-offline transition characteristic of rural communities in a way that

maximizes the value of existing information infrastructures.
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